
Clinical and Experimental Rheumatology 2022Clinical and Experimental Rheumatology 2021; 39: 1282-1290.

Clinical phenotype with high risk for initiation 
of biologic therapy in rheumatoid arthritis: 

a data-driven cluster analysis
S.M. Jung, K.-S. Park, K.-J. Kim
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College of Medicine, The Catholic University of Korea, Seoul, Republic of Korea.

Abstract
Objective

The clinical manifestations and treatment outcome in patients with rheumatoid arthritis (RA) are heterogeneous. 
We classified RA patients into subgroups with distinct phenotypes through unsupervised clustering and evaluated the 

utility of this subclassification for evaluation of clinical outcome.

Methods
A total of 1,103 patients with RA were clustered in an unbiased manner using a k-means clustering method, based on 

their clinical and phenotypic profiles. Initiation of biological disease-modifying anti-rheumatic drugs (bDMARDs) was 
evaluated in the segregated clusters to investigate the differential clinical course of each cluster.

Results
Patients with RA were classified into four clusters, each with distinct phenotypes. The key features for subclassification 

were sex, smoking, hypertension, and dyslipidaemia. Cluster 1 consisted of male smokers, who were most likely to 
initiate bDMARDs by 30 months (p=0.04). Multivariate analysis revealed that overweight, smoking, erythrocyte 

sedimentation rate, autoantibodies of high titre, and disease activity were the independent predictors of bDMARD 
initiation at 30 months. Cluster 1 was the highest or the second highest for these independent predictors, suggesting 

that cluster 1 contained a high-risk group for early initiation of bDMARDs.

Conclusion
The unsupervised clustering of RA patients demonstrated the feasibility of the novel subclassification with respect to 
predicting clinical outcome. Identifying high-risk patients by a combination of clinical parameters may be useful for 

the management of RA.
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Introduction
Rheumatoid arthritis (RA) is a chronic 
autoimmune inflammatory disease char-
acterised by synovial joint inflammation 
and hyperplasia, autoantibody produc-
tion, and joint destruction, which may 
lead to structural and functional joint 
impairments and an associated decrease 
in quality of life (1). RA is a complex 
and heterogeneous disease; the develop-
ment and formation of autoantibodies is 
affected by interactions between multi-
ple genetic and environmental factors 
(2). Distinct cellular and molecular pat-
terns have been identified from synovial 
tissue samples of patients with RA (3), 
which show variable clinical responses 
to different treatments with only a sub-
set gaining clinical remission or reduced 
disease activity (4). Disease complexity 
and heterogeneity are not adequately 
translated into current clinical subclas-
sification, i.e. female versus male, se-
ropositive versus seronegative, young-
onset versus elderly-onset, and early 
versus established stages.
Recent advances in cluster analysis 
have successfully tackled multidi-
mensional heterogeneous clinical data 
(5-9). In some inflammatory diseases 
such as asthma, Crohn’s disease, and 
chronic graft-versus-host disease, a 
single disease entity has been success-
fully stratified into several phenotypes 
using unsupervised machine learning 
methods, and subgroups with different 
phenotypes have shown different clini-
cal outcomes or molecular backgrounds 
(7, 8, 10). In a similar fashion, we hy-
pothesise that applying cluster analysis 
to clinical phenotyping will identify 
novel patterns in multidimensional data 
obtained from patients with RA. We 
further hypothesise that the identified 
subgroups of patients with RA will 
have distinct clinical profiles and differ-
ential clinical disease progression. We 
therefore investigated the utility of the 
clusters by analysing patients with RA.

Methods
Patients
A total of 1,433 RA patients who ful-
filled the 2010 RA classification criteria 
(11) and received care at St. Vincent’s 
Hospital, the Catholic University of Ko-
rea (Suwon, Republic of Korea) between 

2003 and 2018 were identified. Clinical 
and laboratory data, radiographic imag-
es, and drug prescriptions were retrieved 
from patient medical records. From 
these, 1,103 patients who were first di-
agnosed with RA for onset of arthritic 
symptoms within 1 year were identi-
fied. The study subjects were maximally 
followed up to 194 months. Biologic 
disease-modifying anti-rheumatic drugs 
(bDMARDs) were counted if they were 
used during the entire follow-up period. 
Conventional DMARDs (cDMARDs) 
included methotrexate, hydroxychloro-
quine, sulfasalazine, leflunomide, and 
tacrolimus. bDMARDs included tumour 
necrosis factor inhibitors (etanercept, 
adalimumab, infliximab, golimumab), 
tocilizumab, abatacept, rituximab, and 
tofacitinib. Disease activity was as-
sessed using the Disease Activity Score 
in 28 joints (DAS28) using C-reactive 
protein (CRP) level (12). The study was 
carried out in accordance with the Hel-
sinki Declaration and approved by the 
institutional review board of St. Vin-
cent’s Hospital, the Catholic University 
of Korea (no. VC19RISI0255). Since 
this is a retrospective study, informed 
patient consent was waived.

Assay of RA-associated antibodies
Anti-citrullinated protein antibody 
(ACPA) was analysed by chemilumines-
cent microparticle immunoassay (Ab-
bott Laboratories, IL, USA) and a posi-
tive reading was defined with a cut-off 
value of 5 U/mL. Maximum antibody 
concentration was defined as 200 U/mL, 
and for statistical purposes, a value of 
200 U/mL was assigned to all measure-
ments >200 U/mL. ACPA was divided 
into three categories: <5 U/mL (nega-
tive), 5–200 U/mL (low to moderate lev-
el), and >200 U/mL (high level) in line 
with a previous study (13). Rheumatoid 
factor (RF) IgM titres were measured 
with a latex agglutination test (Beckman 
Coulter, CA, USA) with a cut-off value 
of 14 U/mL. RF levels were also divided 
into three categories: <14 U/mL (nega-
tive), 14–100 U/mL (low to moderate 
level) and >100 U/mL (high level) in 
line with a previous study (14). 

Radiographic evaluation
Anteroposterior radiographs of the 
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hands were scored by two experienced 
readers using the van der Heijde modi-
fied Sharp score (SHS) (15). The films 
were scored in chronological order, and 
the readers were blinded to all patient 
data. The potential maximum total 
score for both hands is 280 (16 areas 
scored for erosions [score 0–5] and 15 
areas for joint space narrowing [score 
0–4] in each hand). The interobserver 
reliability was assessed by calculating 
the intraclass correlation coefficient 
which was 0.861 (95% confidence in-
terval [CI], 0.779–0.922).

Cluster analysis
Clinical, laboratory, and radiographic 
variables characterising RA (sex, age, 
body mass index (BMI), diabetes, hyper-
tension, dyslipidaemia, smoking, eryth-
rocyte sedimentation rate (ESR), CRP, 
DAS28, RF, ACPA, SHS, osteoporosis) 
were broken up into clusters using a k-
means clustering method. k-means clus-
tering aims to partition n observations 
into k clusters, in which each observa-
tion belongs to the cluster with the near-
est mean, or centroid, which serves as 
the prototype for the cluster (16). Once 
the location of each centroid is known, 
future data can be classified by compar-
ing the location of each new data point to 
the location of each cluster centroid. An 
inherent risk of the clustering process is 
the presence of large numbers of sam-
ples near the cluster boundaries, which 
can lead to changes in clustered groups if 
the analysis is run multiple times. There-
fore, despite iterating each individual 
k-means algorithm multiple times with 
randomly seeded initial centroid loca-
tions, convergence to a global optimum 
is not guaranteed. To accommodate this, 
the k-means clustering algorithm (each 
with 100 iterations) was repeated 1000 
times and the model with the highest 
number of common iterations (for each 
given assignment of k) was selected. To 
interpret the strength of each clustering 
output for multiple assignments of k, 
the within-cluster sum of squared errors 
(WSS) was examined (17). The squared 
error for each point is the square of the 
distance of the point from its represen-
tation and the WSS score is the sum of 
these squared errors for all the points. 
Optimal k is identified as when the WSS 

first starts to diminish (the ‘elbow’ meth-
od). The importance of features was 
weighted in order of the feature which 
minimises within-cluster distance and 
maximises between-cluster distance us-
ing Gower’s distance (18, 19).
To confirm unsupervised clustering re-
sults, we used t-distributed stochastic 
neighbourhood embedding (t-SNE), 
a powerful dimensionality reduction 
method (20). The t-SNE method cap-
tures the variance in the data by attempt-
ing to preserve the distances between 
data points from high to low dimensions 
without any prior assumptions about the 
data distribution.

Statistical analyses
For deriving the cluster prediction tree, 
Classification and Regression Tree 
(CART) analysis using the R package 
rpart, based on the Gini impurity index, 
was used (21, 22). The CART model 
partitioned the data and assigned a 
predicted class to each subgroup. With 
repetition of the same process on each 
predictor in the model, CART identi-
fied the best overall split by iteratively 
testing all possible splits and creating 
a specified number of nodes, until the 
specified stopping criteria were reached 
or a further reduction in node impurity 
became impossible (23). The partition-
ing in CART can be represented graphi-
cally as an easily interpretable decision 
tree that may then be used to inform 
clinical practice (21).
For continuous distributed data, the re-
sults are shown as means with standard 
deviation or medians with interquartile 

ranges (IQRs); between-group compari-
sons were performed using a Student’s 
t-test or Mann-Whitney U-test. Cat-
egorical or dichotomous variables are 
expressed as frequencies with percent-
ages and were compared using the chi-
squared test or Fisher’s exact test. Initia-
tion of bDMARDs with corresponding 
95% CIs were estimated by Kaplan-
Meier analysis and compared using log-
rank tests. To identify significant predic-
tors of bDMARD initiation, clinically 
relevant variables were entered into a 
multivariable Cox proportional hazards 
regression model. A two-sided p-value 
of less than 0.05 was considered statisti-
cally significant. All statistical analyses 
were performed using R (v. 3.6.1, The 
R Project for Statistical Computing, 
www.r-project.org).

Results
Clustering of the study population 
and their characteristics
Clinical, laboratory, and radiographic 
variables characterising RA (sex, age, 
BMI, diabetes, hypertension, dyslipi-
daemia, smoking, ESR, CRP, DAS28, 
RF, ACPA, SHS, bone mineral density) 
from 1,103 patients were entered into 
a k-means clustering model. To iden-
tify the optimal number of clusters and 
assess robustness of the clustering, we 
computed the WSS for different num-
bers of clusters from 2 to 6 and found 
that a sum of 4 clusters could optimally 
represent our data (Fig. 1A). The RA 
clusters were labelled as C1, C2, C3, 
and C4. Segregation of the clusters was 
also reproduced by t-SNE, which is an 

Fig. 1. Unsupervised clustering in the RA cohort by k-means cluster analysis. 
A: Within-cluster sum of squared errors (WSS) were examined for the k from 2 to 6. k is optimal at 4 
as the WSS starts to diminish (the ‘elbow’ method). 
B: Two-dimensional projection of t-SNE result for the RA patients’ data. Each patient was coloured 
by the assigned clusters.
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unsupervised machine learning algo-
rithm that projects all patients onto a 
two-dimensional plane by reducing di-
mensionality (Fig. 1B).
The characteristics of the clusters are 
compared in Table I and Fig. 2A. Mem-
bers of the C1 subgroup were almost all 
male smokers and median CRP level and 
the proportion of patients with high ti-
tre of RF and ACPA were highest in this 
group. The C2 subgroup mostly consist-
ed of hypertensive females and had the 
highest rate of diabetes and overweight/
obesity. Median ESR level and the pro-
portion of patients with osteoporosis 
were also highest in this group. C3 was 

the largest subgroup and included mostly 
younger females without hypertension 
or dyslipidaemia. The C4 subgroup was 
mainly composed of non-hypertensive 
females with dyslipidaemia and had the 
lowest rate of osteoporosis. With respect 
to age at diagnosis, members of C1 and 
C2 were older than those of C3 and C4. 
Patients with erosive change at baseline 
were highest in C2 and lowest in C3. 
However, DAS28 at baseline was not 
significantly different across the clusters.
To obtain a key combination of clinical 
factors that was predictive of the clusters, 
a decision tree model was constructed 
using the CART algorithm (Fig. 2B). 

Sex, hypertension, dyslipidaemia, and 
smoking status were four key determin-
ing factors to split the clusters, and the 
patients were perfectly classified in four 
steps. The four features were confirmed 
by the importance which minimises 
within-cluster distance and maximises 
between-cluster distance as measured by 
Gower’s distance (18, 19).
Risk of initiation of biologic 
disease-modifying anti-rheumatic drugs
Methotrexate (MTX)-based cDMARD 
combinations constitute the initial 
therapy for RA and bDMARDs are ad-
ministered only if disease activity is not 
sufficiently controlled despite the use 

Table I. Baseline characteristics of the study subjects classified by cluster.

 Cluster
 
 C1 C2 C3  C4 p-value
 (n=145) (n=256) (n=479) (n=223) 

Female, n (%) 1  (0.7) 238  (93.0) 440  (91.9) 206  (92.4) <0.001
Age at diagnosis, years 61  [50, 68] 60  [54, 69] 49  [39, 57] 53  [48, 60] <0.001
BMI, n (%)         <0.001
   Underweight 7  (4.8) 8  (3.1) 52  (10.9) 13  (5.8) 
   Normal 97  (66.9) 147  (57.4) 353  (73.7) 151  (67.7) 
   Overweight 37  (25.5) 78  (30.5) 59  (12.3) 47  (21.1) 
   Obese 4  (2.8) 23  (9.0) 15  (3.1) 12  (5.4) 
Smoking, n (%) † 145  (100.0) 19  (7.4) 33  (6.9) 11  (4.9) <0.001
Diabetes, n (%) 28  (19.3) 64  (25.0) 13  (2.7) 17  (7.6) <0.001
Hypertension, n (%) 48  (33.1) 256  (100.0) 0  (0.0) 0  (0.0) <0.001
Dyslipidaemia, n (%) 58  (40.0) 136  (53.1) 0  (0.0) 223  (100.0) <0.001
ESR, mm/h 42  [30, 72] 49  [29, 73] 40  [24, 61] 40  [29, 64] 0.010
CRP, mg/dL 1.2  [0.4, 3.9] 0.7  [0.2, 2.3] 0.5  [0.1, 1.9] 0.5  [0.2, 1.7] <0.001
IgM RF     
   Positive, n (%) 114  (78.6) 211  (82.4) 394  (82.3) 200  (89.7) 0.025
   Titre, IU/mL 100.0  [23.9, 294.0] 53.6  [24.1, 133.8] 58.2  [21.5, 149.3] 70.7  [30.1, 176.8] 0.006
   Subgroup, n (%)     <0.001
      Negative 31  (21.4) 45  (17.6) 85  (17.7) 23  (10.3) 
      Low to moderate 41  (28.3) 128  (50.0) 227  (47.4) 111  (49.8) 
      High 73  (50.3) 83  (32.4) 167  (34.9) 89  (39.9) 
ACPA     
   Positive, n (%) 122  (84.1) 214  (83.6) 403  (84.1) 198  (88.8) 0.353
   Titre, IU/mL 91.1  [20,0, 200.0] 81.8  [17.6, 176.2] 92.4  [15.6, 200.0] 86.0  [26.2, 173.7] 0.810
   Subgroup, n (%)     0.046
      Negative 23  (15.9) 42  (16.4) 76  (15.9) 25  (11.2) 
      Low to moderate 77  (53.1) 159  (62.1) 265  (55.5) 148  (66.4) 
      High 45  (31.0) 55  (21.5) 137  (28.6) 50  (22.4) 
SHS, units 0.0  [0.0, 1.0] 0.0  [0.0, 2.0] 0.0  [0.0, 0.0] 0.0  [0.0, 0.0] 0.057
DAS28, units 4.0  [3.4, 4.5] 3.9  [3.4, 4.4] 3.9  [3.4, 4.3] 3.9  [3.3, 4.3] 0.568
Bone mineral density     
L-spine         0.001
      Normal 46  (31.7) 59  (23.0) 179  (37.4) 82  (36.8) 
   Osteopenia 99  (68.3) 197  (77.0) 300  (62.6) 141  (63.2) 
   Osteoporosis 0  (0.0) 0  (0.0) 0  (0.0) 0  (0.0) 
   Femur         <0.001
      Normal 46  (31.7) 74  (28.9) 189  (39.5) 101  (45.3) 
      Osteopenia 78  (53.8) 134  (52.3) 242  (50.5) 104  (46.6) 
      Osteoporosis 21  (14.5) 48  (18.8) 48  (10.0) 18  (8.1) 

ACPA: anti-cyclic citrullinated protein antibody; BMI: body mass index; CRP: C-reactive protein; DMARD: disease-modifying anti-rheumatic disease; 
ESR; erythrocyte sedimentation rate; RF: rheumatoid arthritis; SHS: van der Heijde modified Sharp score.
†Include ex- and current smokers.
§Biologic DMARDs were counted if they were ever used during the whole follow-up period. Conventional DMARDs include methotrexate, hydroxychlo-
roquine, sulfasalazine, leflunomide, and tacrolimus. Biologic DMARDs include tumour necrosis factor inhibitors (etanercept, adalimumab, infliximab, 
golimumab), tocilizumab, abatacept, rituximab, and tofacitinib.
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of MTX-based double or triple combi-
nations of cDMARDs over 6 months 
according to the National Health Insur-
ance regulations in South Korea. Lack 
of early response to treatment and initia-
tion of bDMARDs is a surrogate index 
of poor long-term outcome (24). Cumu-
lative incidence of bDMARDs initiation 
was compared across the clusters over 
the follow-up period (Fig. 3). In the 
first 30 months, the probability for bD-
MARD initiation was significantly dif-
ferent between the subgroups (log-rank 
p<0.05) and the hazard ratio of the C1 
subgroup was significantly higher than 
those of the C2, C3 and C4 subgroups 
(Fig. 4A). However, this difference 

dissipated over 30 months (log-rank 
p>0.05), and the hazard ratio of the C1 
subgroup plateaued while those of the 
other subgroups showed a gradual in-
crease (Fig. 4A).
To identify significant predictors of bD-
MARD initiation in the first 30 months, 
clinical variables were entered to the 
multivariable Cox proportional hazards 
regression model (Fig. 4B). Overweight, 
smoking, ESR, RF, ACPA, and DAS28 
were significantly associated with initia-
tion of bDMARDs. A positive associa-
tion of smoking and DAS28 (HR [95% 
CI] 1.51 [1.09–2.08], p=0.012 and HR 
[95% CI] 1.29 [1.09–1.54], p=0.004) 
was in accordance with a previous study 

(24). A high titre of ACPA was posi-
tively associated with the initiation of 
bDMARDs (HR [95% CI] 1.67 [1.14–
1.54], p=0.008), while high-titre RF had 
a negative association (HR [95% CI] 
0.66 [0.46–0.95], p=0.027).
For significant predictors of bDMARD 
initiation, the proportion of categorical 
variables and the mean value (± stand-
ard errors) of the continuous variables 
were compared across the clusters (Fig. 
5). In the C1 subgroup, the proportion 
of smokers, RF (high titre) and ACPA 
(high titre) were largest and DAS28 was 
highest. In addition, this subgroup had 
the second largest rate of being over-
weight and the second highest ESR 

Fig. 2. Clinical patterns and classification of the assigned cluster. 
A: Radar chart representing the clinical patterns for the assigned cluster. Each spoke of the radar chart represents a RA-characterising parameter used for the 
k-means cluster analysis. Female, smoking, DM, HBP, dyslipidaemia, and osteoporosis were expressed as percentages. BMI was expressed as the percent-
age of overweight and obese individuals. Age at diagnosis, ESR, CRP, and DAS28 were relatively expressed for the mean values. SHS was expressed as the 
percentage of the patients with erosive change. RF and ACPA were expressed as the percentage of patients with high titre. 
B: Decision tree by classification and regression trees (CART) analysis. Each node shows the predicted class (C1, C2, C3, or C4), the predicted probability 
of each class, and the percentage of observation in line order. If the condition is true, go left and down, if not, go right and down.
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level. These results suggest that the C1 
subgroup has a combination of high-risk 
factors for bDMARD initiation.

Discussion
In the current study, we demonstrated the 
feasibility of a novel subclassification of 
patients with RA. These results were 
obtained from 1,103 patients with early 
RA. We analysed the clinical and pheno-
typic data of RA patients in an unbiased 
manner using unsupervised learning. 
We successfully divided them into four 
mutually exclusive subgroups in terms 
of clinical features and recapitulated this 
with a clinically applicable decision tree 
tool. The identified subgroups have dif-
ferent risk profiles and probability for 
initiation of bDMARDs, a clinical index 
of poor long-term outcome.
We entered 14 clinical parameters that 
characterise RA or have prognostic val-
ues into a k-means clustering algorithm 
and obtained four optimally segregated 
clusters of patients with RA who had 
distinct clinical features. Subclassifica-
tion of RA was feasible by a four-step 
division using four parameters (sex, 
smoking, hypertension, and dyslipidae-
mia). Sex and smoking are well-known 
factors associated with disease activity, 
treatment response, and clinical out-
come in RA (25-27). Hypertension can 
be linked to inflammation and autoim-

munity directly or via salt intake (28). 
Hypertension is recognised to be a state 
of chronic inflammation with elevated 
levels of inflammatory cytokines and 
with activation of the immune system 
(28). An increase in blood pressure leads 
to mechanical and oxidative damage in 
the endothelial cells, resulting in the for-
mation of danger-associated molecular 
patterns (DAMPs) such as high mobil-
ity group box 1, mitochondrial DNA 
and heat shock proteins 70 (29). DAMPs 
are detected by Toll-like receptors and 
NOD-like receptors in macrophages and 
fibroblast-like synoviocytes, which pro-
duce pro-inflammatory cytokines (IL-1b 
and IL-18) and chemokines (CCL2 and 
CCL5) in response. This could boost the 
synovial inflammation (30). Salt may 
directly influence the release of inflam-
matory cytokines such as TNF-α and 
IL-6 (31, 32). Recent studies reported 
that increased salt concentration induces 
serum glucocorticoid kinase 1 (SGK1) 
expression, which enhances produc-
tion of interleukin-17-producing CD4+ 
helper T cells (TH17) (33, 34). These T 
cells are highly proinflammatory (33, 
34) and may contribute to the pathogen-
esis of RA (35, 36). In fact, high sodium 
intake was associated with the risk of 
RA and ACPA positivity, particularly in 
smokers (37, 38). Cellular and molecu-
lar links between autoimmunity and li-

pid metabolism were also documented 
(39). Innate immune cells, including 
macrophages and dendritic cells, sense 
lipid species, such as saturated fatty ac-
ids and oxidised low-density lipoprotein 
(LDL), and produce pro-inflammatory 
cytokines and chemokines. In particular, 
autoreactive Th17 cell differentiation is 
augmented under pro-atherogenic con-
dition or stimulation of oxidized LDL, 
indicating that dysregulated lipid metab-
olism could affect the pathogenesis of 
autoimmune disease via Th17 cell (40). 
It is known that the plasticity of Th17 
cells in RA is closely associated with the 
pathogenicity and disease activity of RA 
(41). In this regard, complex and close 
interaction between the four clinical 
variables and disease-specific features 
of RA was considered to be merged into 
the distinct four clusters, and this may 
facilitate the stratification of RA patients 
using these four variables.
This study showed that patients in the 
C1 subgroup were more likely to initi-
ate bDMARDs in the early phase of RA 
than those in the C2, C3, and C4 sub-
groups. The C1 subgroup was character-
ised as male, current smokers, and with 
elevated CRP and high-titre autoan-
tibodies. Patients in the C1 subgroup 
shared poor prognostic factors shown 
in previous studies. In the European 
League Against Rheumatism (EULAR) 

Fig. 3. Cumulative 
incidence of bDMARD 
initiation according to 
cluster. The difference 
for bDMARD initia-
tion between clusters 
was significant (p<0.05 
by the log-rank test) 
in the first 30 months 
(dotted-line box).
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Fig. 4. Forest plots showing hazard ratios of bDMARD initiation in         
patients with RA. A: Hazard ratio by assigned clusters. B: Hazard ratio by 
associated clinical variables. 
The Cox proportional hazards model was used to estimate hazard ratios and 
associated 95% confidence intervals.

Fig. 5. Comparison of predictors for bDMARD initiation according to 
the cluster. For the six significant predictors of bDMARD initiation in 
multivariable Cox regression analysis, the categorical and continuous 
variables are presented as percentage and mean values (± standard errors), 
respectively.
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recommendations, the poor prognostic 
factors of RA are defined as moderate to 
high disease activity despite cDMARD 
therapy, high levels of ESR or CRP, high 
swollen joint counts and the presence of 
high titres of autoantibodies (42). If the 
therapeutic target is not achieved after 
initial cDMARD therapy, patients with 
these poor prognostic factors are rec-
ommended to start bDMARDs rather 
than switch to different cDMARDs. Ac-
cording to the definition of the EULAR 
recommendations, the C1 subgroup has 
combinations of poor prognostic factors, 
and may have a high risk of bDMARD 
initiation (42). In addition, the current 
study showed that overweight, smoking, 
ESR, DAS28, and autoantibodies were 
independent predictors of bDMARD 
initiation in the first 30 months. As de-
scribed previously, the prognostic sig-
nificance of disease activity, smoking, 
and autoantibodies on clinical outcome 
of RA have been supported by previous 
studies. Being overweight or obese was 
also associated with a lower chance of 
achieving the therapeutic target in pa-
tients with RA (43, 44). Overweight or 
obese patients with RA showed a higher 
degree of synovitis with an abundance 
of CD68+ CD20+ inflammatory cells, in 
the early phase of RA as well as during 
DAS28-based clinical remission (45). 
The analysis of each subgroup revealed 
that the C1 subgroup had a high-risk for 
bDMARDs initiation. This is in good 
line with the EULAR recommendation 
for the management of RA (42).
It was reported that RF is a predictor of 
radiographic progression and poor out-
come (46, 47). However, in our results, 
RF of a high titre was inversely associ-
ated with the initiation of bDMARDs. 
Modern treatment strategies may un-
dermine the impact of RF status as a 
prognostic marker (48). We also cannot 
exclude the possibility of index event 
bias (49, 50). When multiple risk fac-
tors contribute to the risk of an outcome, 
conditioning of the outcome induces de-
pendence between the risk factors, even 
when these risk factors are independent-
ly distributed in the general population. 
This effect can weaken the existing as-
sociation or create a spurious association 
among these risk factors with an index 
event. It is considered that more power-

ful predictors such as ACPA, DAS28, 
and smoking might overwhelm the RF in 
multivariable analysis. Nevertheless, the 
C1 high-risk subgroup had the highest 
proportion of patients with high-titre RF.
Despite the growing knowledge of prog-
nostic indicators in RA, it is not easy to 
calculate the weight of various clinical 
variables and subsequently evaluate the 
risk in individual patients. This study 
demonstrates the possibility of using a 
simple classification to predict the prog-
nosis of RA. This classification is useful 
because RA patients are classified into 
four distinct subgroups using only four 
factors that are readily identifiable in 
clinical practice.
Although there are uniform criteria 
for the classification of RA, the clini-
cal presentation and treatment outcome 
can be heterogeneous. Clustering of 
RA patients through machine learning 
enables a systematic approach stratify-
ing patients with various clinical pro-
files. In inflammatory diseases, a dis-
ease subgroup with a different clinical 
course often has different molecular or 
pathophysiologic backgrounds (5, 6, 8, 
10). Correlation between synovial tis-
sue signature and treatment response in 
RA patients suggests that different mo-
lecular mechanisms underlie different 
clinical phenotypes (51-53). Thus, this 
phenotype-based clustering may provide 
a good starting point for gaining insight 
into the divergent mechanistic features 
of RA. Recently, there have been re-
quirements to implement data science in 
the field of rheumatic disease. Soon, this 
computational approach may enable the 
prediction of the therapeutic response 
and apply individualised treatments to 
patients with RA (54).
There are several limitations in this study. 
First, the clinical data was collected ret-
rospectively. Due to the inherent limi-
tation of retrospective data collection, 
there may be a selection bias or attrition 
bias. Second, patients were not treated 
equally at RA onset. As treatment of RA 
was determined independently based on 
the shared decision between patient and 
physician, selection of DMARDs could 
be affected by the patient’s and physi-
cian’s preference, as well as economic 
considerations. However, all patients 
were treated by rheumatologists, and 

bDMARDs were initiated based on the 
contemporary clinical guidelines. Third, 
the prevalence of smoking, hyperten-
sion, and dyslipidaemia varies depend-
ing on the ethnicity and region. As these 
variables are determinants in the sub-
classification of RA, the distribution 
of subclass may differ in other cohorts. 
However, machine learning provides 
unbiased clustering of patients with dis-
tinct phenotypes, and the prognostic util-
ity of subclassification was identified by 
analysing further clinical progression. 
It is expected that integrative analysis 
combining clinical, genetic, molecular, 
pathologic, and environmental profiles 
should provide the better answer to this 
challenge in future.
In the current study, we subclassified pa-
tients with RA into four distinct clusters 
using four clinical variables identified 
through machine learning. The C1 sub-
group characterised by combinations of 
poor prognostic factors was associated 
with an early initiation of bDMARDs. 
This subclassification of heterogeneous 
patients with RA may provide the op-
portunities to predict the clinical course 
and to provide personalised treatments 
to individual patients. 
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