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ABSTRACT
Although medical research has been 
performed predominantly on men both 
in preclinical and clinical studies, con-
tinuous efforts have been made to over-
come this gender bias.
Examining retrospectively 21 data sets 
containing sex as one of the descriptive 
variables, it was possible to verify how 
many times our AI protocol decided to 
keep gender information in the predic-
tive model. The data sets pertained a 
vast array of diseases such as dyspep-
tic syndrome, atrophic gastritis, venous 
thrombosis, gastroesophageal reflux 
disease, irritable bowel syndrome, Alz-
heimer diseases and mild cognitive im-
pairment, myocardial infarction, gas-
trointestinal bleeding, gastric cancer, 
hypercortisolism, AIDS, COVID diag-
nosis, extracorporeal membrane oxy-
genation in intensive therapy, among 
others. The sample size of these data 
sets ranged between 80 and 3147 (av-
erage 600). The number of variables 
ranged from 19 to 101 (average 41). 
Gender resulted to be part of the heu-
ristic predictive model 19 out of 21 
times. This means that also for highly 
adaptive and potent tools like Artificial 
Neural Networks, information on sex 
carries a specific value.
In the field of rheumatology, there is a 
specific example in psoriatic arthritis 
that shows that the presence of gender 
information allows a significantly better 
accuracy of ANNs in predicting diag-
nosis from clinical data (from 87.7% to 
94.47%).
The results of this study confirm the  im-
portance of gender information in build-
ing high performance predictive model 
in the field of Artificial Intelligence (AI). 
Therefore, also for AI, sex counts.

Background
Evidence of gender differences has 
been described in many chronic dis-
eases such as diabetes, cardiovascular 
disorders, neurological diseases, mental 
disorders, cancer, and autoimmunity, as 
well as in complex physiological pro-
cesses such as physical and cognitive 
ageing. In addition, gender differences 
in lifestyles, such as nutrition, physical 
activity, tobacco and alcohol use, are 
correlated with diseases epidemiologi-
cal trends (1).
The increase in the use of artificial in-
telligence (AI) in healthcare has led to 
the increasing use of large clinical data-
sets for machine learning (ML). Despite 
significant scientific advances to date, 
most biomedical AI technologies cur-
rently in use take little account of the 
detection of sex-related bias (2). On the 
other hand, classification algorithms are 
increasingly used in healthcare to assist 
physicians in decisions regarding diag-
nosis, prognosis, and choice of the most 
appropriate therapy. If these algorithms 
are not carefully evaluated for the pres-
ence of bias, the expected improvement 
in care will be limited to a subset of pa-
tients and consequently inequalities in 
health care will increase (3). Attention 
to the selection of gender characteristics 
in medical datasets subjected to model-
ling with ML is important to mitigate 
biases related to the underrepresentation 
of women in medical science.

Artificial neural networks
Artificial Neural Networks (ANNs), 
the progenitors of all machine learning 
systems, are information processing 
paradigms inspired by the analytical 
processes of the human brain. Such 
systems can modify their internal op-
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erating structure and, therefore, the re-
sulting analysis in relation to a defined 
goal, question, or function objective. 
They learn to recognise the complex 
patterns existing between the input 
signals and the corresponding outputs. 
ANNs are particularly suited for solv-
ing problems of the non-linear type and 
to analyse complex datasets (4).
The mathematical structure of ANNs 
makes them able to simultaneously 
handle a very high number of variables 
collected in clinical field notwithstand-
ing the underlying non-linearity. This 
represents a tremendous advantage in 
comparison with classical statistics 
models. They receive input data togeth-
er with defined targets of interest (diag-
nosis, outcome, etc.) from an external 
“teacher”, learning how to link the in-
put pattern to the desired output. The 
quality and quantity of the examples is 
fundamental.
Being universal approximators, ANNs 
when applied to multiple variables can 
very easily approximate the global in-
formation available during the training 
phase. This is the strength, but unfor-
tunately, also the weakness of ANNs. 
In fact, almost inevitably, several vari-
ables which do not contain specific in-
formation pertinent to the problem are 
processed in the training phase. These 
variables, inserted in the model, act as 
a sort of ‘white noise’ which can inter-
fere with the network’s generalisation 
ability in the testing phase reducing the 
external validity and, consequently, the 
overall accuracy.
The performance of a neural network 
can be improved by reducing the num-
ber of inputs, even sometimes at the 
cost of losing some input information.
The selection can be based on different 
criteria, but in nonlinear systems is dif-
ficult to establish a priori which of them 
are most useful. For example, a pair of 
variables can be of no value taken in-
dividually, but extremely useful in con-
junction.
As per the Law of Parsimony of ‘Occ-
am’s Razor’, the best explanation to a 
problem is that which involves the few-
est possible assumptions. Thus, feature 
selection becomes an indispensable part 
of building machine learning models.
Feature selection methods are intended 

to reduce the number of input variables 
to those that are believed to be most 
useful to a model to predict the target 
variable with high accuracy. 
In the last twenty years, our group has 
applied artificial neural networks to ad-
dress a variety of medical problems in 
different field of medicine. Since from 
the beginning in was clear that features 
selection before feeding ANNs with 
data for the training phase is a funda-
mental step to improve the predictive 
performance capability of these sys-
tems, we have applied systematically 
automatic procedures able to reduce 
redundant information from a data set 
by eliminating variables not providing 
an added value for the solution of the 
clinical problem under study. This task 
was accomplished using evolutionary 
algorithms in combination with ANN.

Evolutionary algorithms
At variance with neural networks which 
are adaptive systems able to discover 

the optimal hidden rules explaining a 
certain data set, evolutionary algorithms 
(EA) are adaptive systems able to find 
optimal data when fixed rules or con-
straints have to be respected. They are, 
in other words, optimisation tools which 
become fundamental when the space 
of possible states in a dynamic system 
tends toward infinitum. This is just the 
case of variables selection. Given a cer-
tain large number of dichotomous vari-
ables (for example 100) the problem to 
define the most appropriate subgroup of 
them to better solve the problem under 
examination, has a very large space of 
possible states and exactly: 2100-1. The 
computational time required to sort all 
possible variables subsets in order to 
submit them to ANNs processing would 
be in the order of million years; a so-
called NP (non-polynomial) hard math-
ematical problem.
The introduction of variable selection 
systems generally results in a dramatic 
improvement of ANNs performance.

Table I. The effect of variables reduction in improving the predictive performance of ANNs.

Papers	 no. of variables	 Overall accuracy (%)	 no. of variables	 Overall accuracy (%)
	 			 
Andriulli 	 45	 69.0	 31	 88.6
Pagano       	 24	 74.4	 9	 89.4
Sato            	 199	 75.0	 60	 83.5
Pace           	 101	 77.0	 44	 100
Lanher         	 37	 96.6	 30	 98.4

Table II. The twenty-one data sets containing gender analysed using the TWIST algorithm.

Disease		  ref.	 Study 	 no. of	 no. of	 Gender	 Gender
			   population	 variables	 variables	 selected	 not
					     selected		  selected

Dyspeptic syndrome	 8	 860	 45	 20	 X	
Atrophic gastritis	 9	 350	 37	 12	 X	
Venous thrombosis genetics	 10	 450	 64	 14	 X	
Gastroesophageal reflux disease 	 11	 159	 101	 45		  X
Irritable bowel syndrome	 12	 340	 36	 23	 X	
Alzheimer		 13	 211	 60	 24	 X	
Cardiovascular risk	 14	 949	 31	 9	 X	
Gastrointestinal bleeding	 15	 807	 50	 22	 X	
Atrophic gastritis and thyroid	 16	 253	 29	 14	 X	
Gastric cancer	 17	 3147	 19	 11	 X	
Mild cognitive impairment	 18	 80	 22	 14	 X	
Hypercortisolism	 19	 518	 20	 12	 X	
Energy expenditure children	 20	 561	 24	 9	 X	
Determinants of well-being	 21	 1500	 57	 23	 X	
COVID		  22	 199	 74	 34	 X	
Anticoagulant prediction	 23	 377	 48	 22	 X	
Obesity and smell impairment	 *	 59	 22	 10	 X	
Autism genetics	 24	 58	 32	 14		  X
HIV renal impairment	 25	 1212	 50	 22	 X	
ECMO intensive therapy	 *	 244	 32	 13	 X	
Psoriatic athritis	 26	 282	 19	 8	 X	
Mean/Total		  600.76	 41.52	 18.35	 19	 2

*data on file.
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The input selection (IS) is an example 
of the adaptation of an evolutionary al-
gorithm to this problem.
This is a selection mechanism of the 
variables of a fixed dataset, based on the 
evolutionary algorithm GenD. The IS 
system becomes operative on a popula-
tion of ANNs, each of them with a ca-
pability of extract a different pool of in-
dependent variables. Through the GenD 
evolutionary algorithm, the different 
“hypotheses” of variable selection, gen-
erated by each ANNs, change over time, 
generation after generation. When the 
evolutionary algorithm no longer im-
proves, the process stops, and the best 
hypothesis of the input variables is se-
lected and employed on the testing sub-
set. The goodness-of-fit rule of GenD 
promotes, at each generation, the best 
testing performance of the ANN model 
with the minimal number of inputs.
An input selection system (IS) based 
on the evolutionary algorithm GenD 
proved to be able to handle the relevance 
of the different variables of the dataset 
in an intelligent way (5) and therefore 
became a standard of our work. 
In a previous paper we showed how the 
variables selection can improve the pre-
dictive performance of ANNs. Table I 
shows the results obtained (6).
After IS another sophisticated AI sys-
tem called TWIST (Training With Input 
Selection and Testing) was developed 
by Semeion Research Institute in Rome 
to further improve this difficult task.
TWIST finds dynamically the subset of 
variables which allows a neural network 
to build a mathematical model with the 
best predictive performance in terms 
of global accuracy allowing simultane-
ously the optimal repartition of records 
in training and testing subsets (7).
Many papers in the literature have been 

published using the TWIST algorithm 
in different fields of medicine (Table II).

Review of studies employing 
the TWIST algorithm
To answer the question “Is sex infor-
mation useful for a neural network to 
build a predictive model?”, we checked 
retrospectively how many times sex 
has been saved as part of informative 
variables subset in 21 data sets used 
from our group for scientific studies in 
which ANNs were employed to answer 
critical questions pertinent to a large 
array of diseases and conditions after 
preprocessing with TWIST algorithm.
Table II lists the twenty-one data sets 
containing sex which underwent pre-
dictive analyses using the same proto-
col with TWIST preprocessing.
The data sets pertained a vast array 
of diseases like dyspeptic syndrome, 
atrophic gastritis, venous thrombo-
sis, gastroesophageal reflux disease 
(GERD), irritable bowel syndrome, 
Alzheimer diseases and mild cognitive 
impairment, myocardial infarction, gas-
trointestinal bleeding, gastric cancer, 
hypercortisolism, AIDS, Covid diag-
nosis, extracorporeal membrane oxy-
genation (ECMO) in intensive therapy 
among others. The sample size of these 
data set ranged between 80 and 3147 
(average 600). The number of variables 
in the original data sets ranged from 19 
to 101 (average 41). In average the re-
duction of variables after TWIST appli-
cation was 55.8%.
Sex resulted to be part of the heuristic 
predictive model 19 out of 21 times.

The example of psoriatic arthritis
In the field of rheumatology, sex-
specific differences have consistently 
been reported for various diseases, in-

cluding rheumatoid arthritis (27, 28), 
axial spondyloarthritis (29), or anky-
losing spondylitis (30). Despite this, 
bias based on sex persists in clinical 
rheumatology. Sex differences may 
have important implications for clini-
cal research in Psoriatic arthritis and 
in terms of epidemiology (incidence, 
prevalence, lifetime risk, survival, and 
mortality), clinical, radiological, and 
laboratory features, and response to 
treatment (31-33). 
To address this issue within the con-
text of artificial intelligence we use a 
national data set made available for the 
analysis. Data for analysis were derived 
from a multicentre study was conducted 
in the dermatological outpatient clinics 
of Italian universities (26). The study 
was approved by the Ethical Commit-
tee of each participating centre.
The inclusion criteria were age ≥18 
years, diagnosis of plaque psoriasis 
according to the Italian Guidelines, 
ability to read and understand the Ital-
ian language, signed written informed 
consent.
The dermatologists collected socio-
demographic and clinical information, 
scored the clinical severity at baseline 
according to the 7-point Physician 
Global Assessment (PGA), ranging 
from 0 (no skin involvement) to 6 (very 
severe involvement), and calculated 
the Psoriasis Area and Severity Index 
(PASI). They also recorded whether a 
diagnosis of psoriatic arthritis had al-
ready been made by a rheumatologist.
There were 17 input variables avail-
able for machine learning: sex (male/ 
female); age; weight; BMI; psoriasis 
familiarity, familiarity for psoriasis ar-
thritis; nail involvement; osteoarthritis; 
use of NSAIDs; PGA, PASI (six varia-
bles). There were 282 patients’ records; 

Table III. Predictive performance of machine learning in psoriatic arthritis diagnosis with or without information regarding sex.

	 Machine learning	 Recs	 Arthritis 	 Arthritis	 Sensitivity	 Specificity	 Overall
			   yes	 no	  (%)	  (%)	 accuracy (%)

Without sex	 Back propagation ANN a-b sequence	 144	 29	 115	 89.66	 89.57	 89.61
	 Back propagation ANN b-a sequence	 138	 26	 112	 80.77	 91.07	 85.92
	 Mean/sum	 282	 55	 227	 85.21	 90.32	 87.77

With sex	 Back propagation ANN a-b sequence	 130	 25	 105	 100	 88.57	 94.29
	 Back propagation ANN b-a sequence	 152	 30	 122	 96.67	 92.62	 94.64
	 Mean/sum	 282	 55	 227	 98.33	 90.6	 94.47
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55 of them were affected by psoriatic 
arthritis and 227 were not affected.
Machine learning systems were trained 
to predict diagnosis from input vari-
ables.
Two experiments have been carried 
out: one with sex information avail-
able, after automatic selection of vari-
ables with TWIST system; one without 
sex information available. The same 
validation protocol was adopted with 
training-testing procedure with cross-
over. The experiments with sex and 
without sex were conducted in a blind 
and independent manner in two direc-
tions: training with sub-sample A and 
blind testing with sub-sample B versus 
training with sub-sample B and blind 
testing with sub-sample A. The best 
results obtained using classical Back 
Propagation artificial neural network as 
classifier are reported in Table III.
Information on gender allowed the 
machine learning system to reach an 
overall accuracy of 94.47% while the 
absence of this information was associ-
ated with a lower level of overall ac-
curacy (87.77%). The improvement in 
overall accuracy resulted to be statisti-
cally significant (p<0.05).

Comment
Neural networks can input multiple 
factor values simultaneously, combin-
ing and recombining them in different 
ways according to specific equations 
which are generally non-linear. In com-
parison with classical statistics, neural 
networks allow for the building up of 
a high number of independent models 
which, have different predictive capac-
ity in classifying patients according 
to certain targets, due to slight differ-
ences in their architecture, topology 
and learning laws. Overall, neural net-
works belonging to specific settings do 
not provide a unique solution, because 
their performance is determined by 
several factors, such as the initial ran-
domised incidence of interconnections 
between nodes, the order of presenta-
tion of cases during the training cycle 
and the number of training cycles. 
Other variables pertaining to the math-
ematical attributes of a specific neural 
network will also affect the final state of 
a trained neural network, allowing for a 

very high number of different possible 
combinations. Evolutionary algorithms 
by the way have been proposed to find 
the most suitable design of neural net-
works, to allow a better prediction, giv-
en the high number of possible combi-
nations of parameters. In this paper we 
have shown that combining ANNs with 
EA the variables models developed for 
a vast range of chronic diseases contain 
sex almost always. 
The historical absence of women from 
the health professions and clinical re-
search has led to medical knowledge 
that focuses on the male body and 
neglects female physiological differ-
ences. To ensure that gender-based in-
equalities do not manifest themselves 
in AI applied to medicine, great care is 
needed to incorporate gender informa-
tion into predictive models in order to 
avoid disparities in predictive perfor-
mance in the two genders. Is therefore 
crucial that this information is avail-
able in all data sets undergoing predic-
tive modelling to better assist doctors 
and health professionals with decision-
making support.
In summary the results obtained mean 
that also for highly adaptive and potent 
tools like ANNs, the information of 
gender carries a specific value, being 
almost always selected, and plays an 
important role in the predictive model. 
The example of psoriatic arthritis seems 
emblematic in this context. In conclu-
sion we can say that also for AI sex 
counts.
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